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Abstract

This article argues that we are living in the age of the “Invisible Prosecution,” wherein state
monitoring algorithms are no longer just analyzing crimes related to certain individuals but
are actually programming certain individuals as “suspicious,” hence actually predetermining
their very dissent as a form of self-fulfilling prophecy regarding suppressing any form of dissent
via a feedback loop system of “data gathering and predictive programming followed by
predictive pre-emptive strikes.” Via a novel comparative study of three models of algorithmic
governance, the India model of a “piecemeal digital repression architecture,” the model of a
“rights and security paradox” inherent within today’s European Union,” and lastly, “a fully-
integrated social control system as witnessed in China, ” this study uncovers a “global truth”:
that today’s juridical systems are no longer just “failing to protect democratic rights and
freedoms on a large scale” but are actually being “weaponized as a means of authorizing and
legitmizing their erosion as a matter of routine policy.” The “digital dissident” today is no
longer subject to traditional prosecution for defined criminal acts, but rather to algorithmic
designation as a “person of interest,” wherein said individuals are targeted not by charges but
by predictive models. This is achieved through pre-emptive surveillance systems, such as social
network analysis tools and risk-scoring algorithms, that assign suspicion based on statistical
probability, not evidence. As a result, dissent is psychologically chilled and materially
constrained long before any formal legal process begins. Without procedural safeguards like a
right to algorithmic confrontation , a cause of action for digital chilling effects, the state’s

invisible verdicts will replace the rule of law.
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There are three original aspects of this article: first, the term “Algorithmic Adjudication” is
used to identify how predictive technologies make probabilistic decisions that bypass the due
process of the law, and secondly, the ways in which democratic and authoritarian regimes alike
are coming together in the use of algorithmic solutions for the management of dissent is
examined using specific cases, and thirdly and most innovatively of all, in an effort to rectify
this situation and save the public sphere of the democratic state in the face of the managed
digital commons and the predesigned obsolescence of dissent, the author outlines a completely
novel legal approach in the “Charter of Algorithmic Rights” as being founded on the three
pillars of “Algorithmic Habeas Corpus,” “Predictive Due Process,” and the “Right to
Cognitive Liberty.” This approach is not merely calling for transparency and accountability as
might an antidiscrimination law in regard to the use of these technologies but is instead
positing the need for the structural transformation of the design of these technologies for

advanced human dignity instead of the supremacy of the imperatives of state security.

Keywords: Algorithmic Adjudication, Digital Dissent, Cognitive Liberty, Algorithmic Habeas

Corpus, Predictive Policing, Digital Constitutionalism

Introduction: The Ghost in_the Machine — When Algorithms Become

Prosecutors

The history of liberty is, in significant part, the history of procedural safeguards. From the
guarantee of trial according to law in Magna Carta to the guarantee of the right to a fair trial in
the International Covenant on Civil and Political Rights, civilization has erected a series of
firewalls against the arbitrary power of the state through carefully crafted procedure: warrants,
trials, appeals, and review.! A silent revolution is currently undermining these advances from
within, not by striking down statutes but by making them irrelevant with technological bypass.
It is a new world, the world of what this article proposes to call the Invisible Prosecution, where
the investigative, prosecutorial, juridical, and penal powers of the state over dissidents are no

longer decided in courts of law but in courts of code.?

! Magna Carta cl. 39 (1215); International Covenant on Civil and Political Rights art. 14, Dec. 16, 1966, 999
UN.T.S. 171.
2 Lawrence Lessig, Code and Other Laws of Cyberspace 3-8 (1999).
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The striking thing about this article is the claim that algorithmic state surveillance has
developed from intelligence to a complete spectrum of social control by means of a procedure
I refer to as Algorithmic Adjudication.® In this way, predictive policing software, social
network analysis, biometric surveillance, and sentiment analysis are merely watching citizens,
as these predictive software and analysis programs judge them repeatedly, rating them scores
depending on their degree of risk, threat, and loyalty levels, which in turn determine life
outcomes without even stepping into a court of law.* The “digital dissident”. whether in the
form of a journalist on a story about government corruption, an activist setting up a political
demonstration, and even a scholar critiquing policy, no longer risks prosecution as a
consequence of their deeds. Instead, the “digital dissident” risks algorithmic assignment, also
referred to as invisible categorization by state apparatuses, which in turn includes increased
surveillance, restrictions in traveling, problems in financial screening, as well as social
marginalization, and all these in a situation where the subject remains formally innocent and

ignorant about the exact “crimes” leveled against them.

By investigating a comparative analysis of three different, although converging, models,
namely, the ad-hoc yet rapidly growing surveillance state in India, the rights-protective veneer
that disintegrates under the weight of security mandates in the European Union, and, of course,
the fully realized social credit Utopia/dystopia in China, it is possible to show that different
political systems are essentially headed towards the same destination: a legal framework
modeled to suit human-sized governance being utterly dysfunctional under algorithm-sized
societal regulation. The solution here clearly does not lie in a mere regulatory fix. Instead, a
constitutional vision for the digital age is urgently needed. This paper introduces the ‘Charter
of Algorithmic Rights,” a framework which stands firmly anchored in three radical foundation
stones: Algorithmic Habeas Corpus, Predictive Due Process, and the Right to Cognitive Liberty.
Only through a call for accountability, not only for data, but for decision-making architectures
themselves, through building a protective shield for predictive interference, and through
securing the ‘interior space of thought,” safe from algorithmic interference, can a preservation

of democratic dissidence within the twenty-first century now be envisioned.®

3 Danielle Keats Citron & Frank Pasquale, The Scored Society, 89 Wash. L. Rev. 1 (2014).
4 Virginia Eubanks, Automating Inequality 11-14 (2018).
5 Shoshana Zuboff, The Age of Surveillance Capitalism 810 (2019).
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Anatomy of the Invisible Prosecution: From Surveillance to Algorithmic

Adjudication

To comprehend the existential threat to free speech and due process, we must move beyond
familiar metaphors of surveillance toward understanding the new ontology of state power in

the algorithmic age.

2.1. The Technological Arsenal: An Ecosystem of Control

The contemporary algorithmic state operates through an integrated ecosystem of technologies,

each amplifying the others’ power:

Predictive Policing and Threat Modeling: Tools such as PredPol, HunchLab, and China’s
“Police Cloud” correlate past crime patterns with real-time sensor, social media, and record
scans to produce ‘heat maps’ of likely crime and assign risk scores to individuals.® But, and
this is key, these models are self-fulfilling prophecies, wherein more policing in ‘high-risk’ hot
spots produces more arrests, which in turn validate their designation as ‘danger’ areas in the

predictive model.’

Social Network Analysis and Influence Maps: Software packages such as Palantir’s Gotham or
custom platforms developed by intelligence agencies facilitate relationship mapping,
communication networks, as well as influence networks.® They are more than relationship
mapping platforms; they use algorithms that highlight “central nodes” or “vulnerable pathways,”

which are community leaders and journalists, respectively, that can be influenced.

The “effects operations” of a U.S. military program named JTRIG illustrate how social
network analysis transforms from intelligence gathering into active disruption of potential

threats.®

Biometric Identities & Movement: The Aadhaar project in India(linking uniquely assigned
numbers to facial scans), facial surveillance in China, and the Red Wolf system operating in
Israel’s checkpoints have created permanent trails of identifiable information and have been
made powerful by the application of predictive software that allows for what Shoshana Zuboff

calls ‘instrumentarian power’.

6 Andrew Guthrie Ferguson, Policing Predictive Policing, 94 Wash. U. L. Rev. 1109 (2017).
" Bernard E. Harcourt, Against Prediction 18-22 (2007).

8 Palantir Techs., Gotham Platform Overview (2023).

% Glenn Greenwald, No Place to Hide 91-95 (2014).
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Sentiment Analysis and Psychology Profiling: Al algorithms now evaluate social media

comments, emails, and even metadata patterns in order to discern psychological states of affairs,

political allegiance, and “radicalization intentions.” The Prevent program in the U.K. employs

these technologies to profile college-going youngsters along pre-determined limits of

“extremist” thinking itself.!°

2.2. The Paradigm Shift: Five Pillars of Algorithmic Adjudication

These technologies collectively enable a fundamental shift from traditional prosecution to what

it is identified as the five pillars of Algorithmic Adjudication:

1. Continuous Judgment: Unlike discrete legal proceedings, algorithmic assessment is
perpetual. Every digital interaction, movement, or association updates one’s risk profile in real-

time.

2. Probabilistic Verdicts: Decisions are based not on evidence of past wrongdoing but on
statistical probability of future “threat.” The individual is judged not for what they did, but for
what an algorithm predicts they might do.

3. Structural Opacity: The criteria for judgment are embedded in proprietary code, training
data, and mathematical models inaccessible to those judged. The “black box™ is not a bug but

a feature of unaccountable power.

4. Pre-emptive Enforcement: Consequences flow from predictions, not proven violations.
Enhanced surveillance, social stigma, or resource denial occur to prevent predicted outcomes,

creating a digital version of Philip K. Dick’s “pre-crime.”*!

5. Feedback Loop Legitimation: Outcomes of algorithmic predictions (e.g., arrests in predicted
high-crime areas) are fed back into systems as validation, creating a circular logic that

immunizes the system from criticism. The algorithm is always “right” because it defines reality.

2.3. The Digital Dissident’s Ordeal: A Case Study in Invisible Prosecution

Consider the journey of “A,” an environmental activist in a democratic state. After organizing

successful digital campaigns against a mining project, A experiences:

10 UK. Home Office, Prevent Strategy (2011).
1 Philip K. Dick, The Minority Report (1956).
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Week 1: Social media posts flagged by government-monitored sentiment analysis tools.

Week 3: Network analysis designates A as “central node” in environmental “network of

concern.”
Week 5: Predictive policing algorithm raises neighborhood risk score due to planned protest.
Week 7: Airport facial recognition system flags A for “secondary screening.”
Week 9: Financial transactions monitoring triggers bank compliance inquiry.

Week 12: A’s name appears on leaked watchlist of “persons of interest.”

At no point has A broken any law. No warrant was issued. No charges were filed. Yet A has
been subjected to investigation, judgment, and sanction entirely through algorithmic systems.

This is the Invisible Prosecution.

Comparative Analysis: Three Roads to Algorithmic Authoritarianism

Despite vastly different political traditions, democratic and authoritarian states are converging
in their deployment of algorithmic social control. This comparative analysis reveals not

divergent paths but a shared destination.

3.1. India: The Fragmented Leviathan — Ad-Hoc Repression and Judicial Complicity

“India offers a fascinating paradox, world's largest democracy has created an extensive digital
surveilance state without any legal basis in a brief period of time. This ‘fragmented leviathan’

has three tiers of operation:”

Foundation Identity: Aadhaar, the “largest biometric ID project in the world,” establishes a

forced online identity tied to “almost every kind of life function,” such as banking, cell phones,

1'12

ration cards, and travel.*” Though it has been affirmed as a privacy-respecting law in the Indian

Supreme Court case of Justice K.S. Puttaswamy v. Union of India, it represents a “state with

unparalleled surveillance capabilities.”*®

12 Unique Identification Authority of India, Aadhaar Handbook (2022).
18 Justice K.S. Puttaswamy (Retd.) v. Union of India, (2017) 10 S.C.C. 1 (India).
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Targeted Invasions: The Pegasus affair showcased the State’s ability to mount a military-grade

attack on journalists, activists, and opposition political leaders.'* The irony of the vacuum is

that the Indian laws for intercepting communications, intended for tapping telephones, are

grossly inadequate for zero-click attacks that convert smartphones into always-on surveillance

devices.

Platformed Control: The Information Technology (Intermediary Guidelines and Digital Media
Ethics Code) Rules, 2021, compels social media companies to trace the ‘first originators’ of
messages, actively taking down content, with a ‘chilling effect’ operated by over-compliance
by social media giants.!® Here, tracing refers to identifying or locating Interestingly, what is
problematic about the India model is the judicial complicity that exists there. The Supreme
Court's “reasonable restrictions” doctrine is being applied from an analogue era to support a
repressive policy on the internet. In fact, when the police in Delhi employed a facial recognition

program among protesters, the court called for just “guidelines,” not a ban on its usage.®

3.2. The European Union: The Rights Facade and the Security Carve-Out

With the GDPR, the proposed Al Act, and far-reaching data protection jurisprudence, the EU
likes toposes itself as a global standard-bearer of digital rights.!” However, this is just a rights-
protective veneer cloaking an effectively rights-free security apparatus. It is this duality that I

refer to as Schizophrenic Digital Constitutionalism:

The Rights Persona: GDPR enshrines principles of purpose limitation, data minimization, and
a qualified "right to explanation" for automated decisions. The proposed Al Act bans certain

surveillance applications and creates a risk-based regulatory framework.

The Security Shadow: GDPR Article 23 allows sweeping exemptions for “national security,”
“defence,” and “public security”-terms left undefined and unreviewable.'® The French
intelligence law of 2015 maintained by the Constitutional Council provides legal cover for bulk
metadata collection with limited oversight. 1® The German BND also conducts mass

surveillance, that has been documented by the Committee overseeing the BND

14 Pegasus Project, Forbidden Stories & Amnesty Int’l (2021).

15 Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 2021, Gazette of India
6 Anuradha Bhasin v. Union of India, (2020) 3 S.C.C. 637 (India).

17 Regulation (EU) 2016/679, General Data Protection Regulation.

18 GDPR art. 23.

19 Conseil constitutionnel [CC] [Constitutional Council] decision No. 2015-713 DC (Fr.).
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Externalization of Repression: Perhaps the most hypocritical aspect of the EU’s stance on
repression is that it exports repression technologies to non-liberal countries while limiting
repression in its own members. This was the case with Nexa Technologies’ social media
tracking software, which they sold to Egypt and other countries; FinFisher’s spyware was

found in Bahrain and Turkey.?

“The EU example illustrates how an apparatus of rights can be converted into a shield for
repression: highly sophisticated safeguards for commercial data processing, but operating in

an extra-legal zone for the security services.”

“The digital dissident, operating in Europe, has, under existing rights, a theoretical safeguard,

yet remains vulnerable to national security clauses.”

3.3. China: The Fully Realized System — Social Credit as Algorithmic Governance

The Social Credit System within the Republic of China is neither exceptional nor outlier, but
the inevitable culmination of the power of algorithmic governance.?! The Social Credit System
must and should be studied, not as an exotic case, but as a prototype which lays bare tendencies

that reside within every instance of algorithmic governance:

Comprehensive Scoring: Contrary to Western credit scores, the SCS system takes into account
loyalty, social conduct, and family ties. Engaging in the posting of 'incorrect' historical ideas,
networking with 'untrustworthy' individuals, as well as the absence of payment of fines can

adversely affect SCS.

Automated Sanctions: Low scores lead to “automated" penalizations without trial: "travel
restrictions, degraded internet access, exclusion from schools or the labor market, and ‘public
shaming’ through various types of notice board announcements.”?2 The imposition in 2019 of

social credit punishments on some 23 million individuals for curbing flights and

Behavioral Conditioning Through Feedback: The genius of the system is psychological: the
citizens learn to internalize the surveillance and condition their own behavior accordingly. The

panopticon becomes interiorized.

20 Privacy Int’l, FinFisher Exposed (2018).
2L Rogier Creemers, China’s Social Credit System, 53 Stan. J. Int’1 L. 1 (2018).
22 Samantha Hoffiman, Programming China’s Social Credit System, Mercator Inst. (2017).
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Crucially, this is a model that is exported through the Digital Silk Road, and it involves placing

a surveillance framework in countries that range from Pakistan to Venezuela.?® In the SCS, it

becomes evident that the algorithmic mode of governing, when operational outside the bounds

of rights discourse, is a set of interwoven systems of social control in place of tools, law in

place of algorithmic calculation, and justice in place of social stability indicators, and rights in

place of behavior compliance.

3.4. The Convergence Thesis

Despite different starting points, these models reveal alarming convergence:

1. Technology Transfer: Israeli spyware (Pegasus), American network analysis (Palantir), and

Chinese surveillance cameras circulate globally.

2. Legal Legitimation: All systems develop legal justifications, national security in

democracies, social stability in China, that create exceptions to rights protections.

3. Public-Private Partnerships: States increasingly rely on private companies to develop and

operate surveillance systems, creating accountability gaps.
4. Pre-emptive Logic: All shift from investigating crimes to preventing predicted threats.

The digital dissident in Delhi, Berlin, or Shanghai thus faces variants of the same phenomenon:
judgment by opaque systems, consequences without process, and silencing through pre-

emptive design rather than post-hoc punishment.

The Charter of Algorithmic Rights: A Framework for Digital Due Process

Confronted with this transnational challenge, piecemeal reforms, better warrants, more
transparency reports, are woefully inadequate. We need a paradigm shift in how we
conceptualize rights in the algorithmic age. I propose a Charter of Algorithmic Rights built on

three foundational pillars.

4.1. Pillar One: Algorithmic Habeas Corpus — The Right to Confront Your Algorithmic Accuser

2 Elizabeth C. Economy, The Third Revolution 143—47 (2018).
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Habeas corpus “produce the body” protected against secret imprisonment.?* We need its digital

equivalent: a right to demand the state "produce the algorithm" that has adjudicated you. This

Algorithmic Habeas Corpus would entail:

Full Disclosure Right: When algorithmic assessment triggers state action-surveillance,
watchlisting, resource denial-the individual receives notice and, importantly, the specific data
inputs, processing logic, and decision pathway used against them. This goes beyond GDPR's
“meaningful information” to require comprehensible explanation of the algorithmic

reasoning.?

Contestability Mandate: Systems have to be designed in a way that allows for effective
challenging. This is needed in the technical capacity to make use of counterfactuals, such as,
“Would my score change if X factor were different?”” And the institutional mechanisms that

account for algorithmic appeals.

Prohibition of Secret Evidence: No state action shall be based on algorithmic assessments that
cannot be disclosed without compromising “national security.” If an algorithm is too sensitive
to disclose, then it cannot be used, a return to the ancient principle that secret accusations are

inherently unjust.

4.2. Pillar Two: Predictive Due Process — Procedural Safeguards for Pre-emptive Interventions

Because predictive justice is predictive rather than actual, people must have Predictive Due

Process, in new procedures that address this new power:

Predictive Warrant Requirement: Before conducting permanent algorithmic surveillance
(network analysis or predictive policing) on protected communicative or associative conduct,
a warrant showing probable cause to predict, a standard more onerous than statistical

correlation, shall first be secured by the state.?®

Temporal Limitations: There must be sunset clauses in any predictive intervention, as the

surveillance shall not be indefinite but subject to renewed authorization based on its utility.

Right to Algorithmic Counsel: Those who are algorithmically adjudicated are guaranteed the

right to experts in algorithmic interpretation in line with the right to legal counsel.

24 William Blackstone, Commentaries on the Laws of England 131 (1765).

%5 GDPR art. 22; Sandra Wachter et al., Why a Right to Explanation Does Not Exist, 7 Int’l Data Privacy L. 76
(2017).

% Andrew Selbst, Disparate Impact in Big Data Policing, 52 Ga. L. Rev. 109 (2017).
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“Burden of Algorithmic Validation: The burden of proof of validity and proper functioning of

an algorithmic system is on the state and not on the person challenging it.

4.3. Pillar Three: The Right to Cognitive Liberty — Protecting the Interior Space from

Algorithmic Manipulation

The greatest danger of algorithmic governance is actually a threat not to what we do but to
what we think — a danger of cognitive liberty being colonized. Hence, what we actually need

is a Right of Cognitive Liberty that includes:?’

The right of individuals to mentally explore and investigate any issue or Freedom from
Behavioral Nudging by the State: Prohibition on state systems that use subliminal messaging

of political views or opposition through personalized feeds.

Right to Mental Privacy: Protection against government utilization of artificial intelligence
algorithms making predictions about a person's mental states from their digital footprint

without their explicit consent or judicial warrant on the highest standard of proof.

“Protection from Psychological Profiling for Pre-Crime: prohibition of algorithmic profiling
on ‘radicalization potential,” ‘activist temperament,” or other psychological attributes,

acknowledging it as “the digital equivalent of thoughtcrime” itself.”?3

4.4. Implementation Through a Global Treaty

These rights should be codified in a Convention on Algorithmic Governance and Human Rights,

creating:

International Monitoring Body: An independent panel of technologists, lawyers, and human

rights experts to assess compliance.

Corporate Liability: Direct obligations on surveillance technology manufacturers, breaking the

accountability gap between state users and corporate producers.

Transparency Registry: Mandatory public registry of all algorithmic systems used in

governance, with regular audits for bias and effectiveness.

27 Nita A. Farahany, The Battle for Your Brain 37-40 (2023).
28 George Orwell, Nineteen Eighty-Four 26-28 (1949).
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Conclusion: Reclaiming the Human in Human Rights

The invisible prosecution is more than a technological challenge; it is a philosophical crisis for
liberal democracy. At stake is whether human beings will continue to be the subjects of law,
possessing inalienable dignity and self-determination, or whether they will become the objects
of algorithmic governance, whose lives are tuned for social stability and predictive obedience.
It is not because they are anarchists wishing to destroy order that the digital dissident, the
protester, the journalist, the thinker, is on the front line of this struggle but because they embody
the specifically human capacity for unpredictable thinking, imaginative dissent, and moral
decision that algorithms cannot fathom and that states cannot control without ceasing to be

democratic.

The Charter of Algorithmic Rights proposed here begins from a radical premise: that human
dignity must constrain technological possibility, not the reverse. In a world where everything
that can be monitored will be monitored unless prohibited, we must rediscover the courage to
prohibit. The alternative is to our dystopian future a dystopian present entrenching more with

each technological adoption, each legal accommodation, each silent acquiescence.

“From classrooms where ancient freedoms are to be read afresh through new lenses to halls of
legislation, where brave new bills of rights are to be framed, to cyberspace, where citizens
either absorb or reject their surveillance,” New Internationalist correspondent Amy Johnson
writes, “the struggle will take place, and it is a struggle that law, till now startlingly oblivious
to this particular threat, is our best hope of harnessing technological change to our purposes. If
not, it is already clear whose victory we may expect, whose victory is already accomplished,

namely, of dissent as a living practice of democracy: that of the algorithm.”




